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Conference: Ensemble Approaches to Class Imbalance Learning 

Many real-world classification problems have unbalanced classes, e.g., in fault 

detection and software defect prediction, where there are a large number of 

training examples for the normal class, but few for the abnormal classes. This talk 

gives an overview of some recent algorithms for dealing with class imbalance in 

machine learning, including ensemble approaches, sampling methods, 

evolutionary computation methods, and their combinations. First, we will discuss 

how diversity influences the classification performance, especially on the minority 
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class, in ensemble classification algorithms. Then new ensemble 

algorithms are introduced and evaluated experimentally. Multi-class imbalance 

will be analysed and considered. The combination of ensemble learning and 

sampling techniques for dealing with class imbalance will be presented. 

Finally, we consider a new problem — online class imbalance learning of data 

streams, where the majority and minority classes are not pre-defined and have 

to be learned and detected online. 
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